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6Data Analysis in IOL Power 
Calculations

Giacomo Savini and Kenneth J. Hoffer

When the results of intraocular lens (IOL) power 
calculation by one or more formulas are reported, 
different parameters should be provided and a 
proper statistical analysis should be performed. 
In recent years, specific guidelines on this subject 
have been published and updated, and it is likely 
that further recommendations will be given in the 
future, as the interest of researchers in this field is 
increasing [1–4].

�Designing the Sample 
to be Analyzed

The first step of any study on IOL power calcula-
tion is the enrollment of an appropriate sample. 
The following guidelines should be followed:

•	 For patients who underwent bilateral cataract 
surgery, only one eye for each patient should 
be analyzed [1, 4]. Ocular measurements are 
more alike between fellow eyes than between 
eyes of different subjects, and measurements 

from fellow eyes cannot be treated as if they 
were independent [5]. If the correlation 
between the right and left eyes of each subject 
is not accounted for in statistical analysis, 
there may be errors in the results obtained [6]. 
It would be preferable to consider only one 
eye of each individual. In this case, several 
approaches can be followed such as random 
selection of one eye (right or left), arbitrary 
selection of all right eyes, or a clinically based 
selection (e.g., the eye with the best visual 
acuity). Alternatively, if both eyes of the same 
patient are included, appropriate statistical 
methods (generalized estimating equations), 
which estimate the correlation and adjust for it 
in the analysis, may be used [7]. However, in 
general, the fewer statistical adjustments per-
formed, the better.

•	 Patients with preoperative and/or postopera-
tive pathologies should be excluded, as well as 
those with a postoperative corrected distance 
visual acuity worse than 20/40, because poor 
acuity lessens the accuracy of the crucial post-
operative refractive error [1, 4].

•	 A uniform sample is preferable. This means 
that we suggest enrolling eyes that underwent 
preoperative measurements with the same 
optical biometer, were operated with the same 
technique (standard phacoemulsification vs. 
femtosecond laser-assisted cataract surgery), 
received the same IOL model, and were 
refracted using the same method. Exceptions 
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to this recommendation may be acceptable for 
studies where it is more difficult to enroll a 
large sample, such as eyes with keratoconus or 
eyes with previous corneal refractive surgery.

•	 The sample size should be sufficient to allow 
constant optimization. According to 
Langenbucher et al., at least 100 eyes should 
be enrolled in order to achieve a stable mean 
refractive error, at least with formulas with a 
single constant [8]. The same number was 
suggested in 2010 by Haigis (personal com-
munication). We agree that such a sample size 
can be considered sufficient for most studies. 
Of course, larger samples may be more pow-
erful to disclose statistically significant differ-
ences and for this reason we recently suggested 
a minimum sample size of 200 eyes [4], 
whereas Holladay et al. suggested a minimum 
sample size between 300 and 700 eyes [3]. 
The uncertainty on this issue depends on the 
fact that a universally accepted parameter to 
be selected and investigated does not yet exist: 
the calculated minimum sample size changes 
if we look at the standard deviation (SD) of 
the prediction error (PE), the median absolute 
error (MedAE), or the percentage of eyes with 
a PE within ±0.50 diopters (D). Although the 
SD has been recently advocated as the best 
parameter [3], there is not yet a global consen-
sus on it. Moreover, the sample size calcula-
tion depends on the clinically significant 
difference that is looked for. Therefore, the 
help of a statistician is important when design-
ing these studies.

•	 Also, depending on what is being studied, it is 
important to be sure that the AL and K ranges 
of the sample are not skewed toward longer 
eyes, shorter eyes, or only those with “normal 
values.”

•	 Postoperative refraction should be measured 
when stable. With small-incision surgery and 
one-piece IOLs, the refraction can be consid-
ered to be stable at 1 week from surgery [9–
11], but we suggest waiting at least 1 month. 
Three months may be even better, but no evi-
dence exists for this. Waiting 6–12 months, as 
recently suggested [3], is quite impractical 
and leads to an unremarkable advantage. The 
highest accuracy should be used when assess-

ing the postoperative spherical equivalent: if 
the patient can read 20/20 for distance without 
any correction, the examiner should not sim-
ply report 0 (plano) as the postoperative 
refraction but should assess whether adding or 
subtracting 0.25 D can improve visual acuity 
further. The testing distance for visual acuity 
should be standardized. A 6-m (approximately 
20-foot) distance, rather than 4  m (approxi-
mately 13  feet) or infinity, may be the pre-
ferred choice [12]. Refractions at 4 m can be 
converted to 6 m by adding a value of −0.08 D 
to the spherical equivalent (e.g., a refraction of 
0.00 D at 4 m corresponds to a refraction of 
−0.08 D at 6 m).

�Selecting the Data to be Reported

In addition to the demographics of the study pop-
ulation (age, gender, and ethnicity), the following 
values should be reported:

•	 Prediction error (PE): This is defined as the 
difference between the postoperative spherical 
equivalent refraction and the predicted refrac-
tion (not the target refraction!). It is calculated 
as the postoperative refraction minus the pre-
dicted refraction so that the PE is negative for 
myopic errors and positive for hyperopic 
errors. The mean PE with any formula should 
be zeroed out by means of constant optimiza-
tion. The latter is a relatively easy task with 
published formulas [13–16], since it can be 
carried out on Excel (Microsoft, Redmond, 
VA), as previously explained [1, 4], or using 
the internal software of different optical biom-
eters. For the Haigis formula, it is mandatory 
to optimize all three constants. Constant opti-
mization is more complicated with the latest 
generation formulas, which are all unpub-
lished and for which it is better to ask for the 
help of the formula’s authors. Alternatively, it 
is possible to use specific computer program-
ming languages able to extract data automati-
cally from any database (e.g., Python Software 
Foundation, Wilmington, DE), enter them into 
the formula website, and generate a new data-
base containing the predicted refraction for 
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each eye. Regarding the Holladay 2 formula, 
which is also unpublished, it is possible to per-
form optimization using the Holladay IOL 
Consultant Software & Surgical Outcomes 
Assessment (www.hicsoap.com).

•	 There are also some situations where constant 
optimization should not be carried out or 
should be carried out with caution. The first 
scenario is the analysis of specific samples, 
such as long or short eyes. When evaluating 
only short eyes, it would be more appropriate 
to rely on the optimized constants of the whole 
population (which have to be separately calcu-
lated) rather than on the optimized constants 
specifically calculated for the short eye sam-
ple. In the clinical setting, in fact, no one uses 
separate constants for short and medium eyes. 
The same approach can be followed for 
unusual eyes (e.g., those with keratoconus), 
where it might be more appropriate to use 
optimized constants obtained from larger 
samples of healthy eyes rather than from kera-
toconic eyes. The second scenario is the anal-
ysis of eyes with previous corneal refractive 
surgery: here, constant optimization would be 
preferable, but the lack of large samples with 
the same IOL model often precludes it. When 
more IOL models have to be analyzed simul-
taneously, it can be acceptable to use (for each 
IOL) optimized constants from large data-
bases such as those available on the User 
Group for Laser Interference Biometry (ULIB, 
http://ocusoft.de/ulib/c1.htm, accessed on 
February 27, 2021) or on the IOLcon website 
(https://iolcon.org, accessed on February 27, 
2021).

•	 Standard deviation (SD) and variance of the 
PE: SD is the square root of the variance, 
which is the average of the squared differ-
ences from the mean. These values are 
extremely important as they provides us with 
the information about how spread out the indi-
vidual PEs are. Accurate formulas have lower 
SDs (and variances), whereas higher SDs (and 
variances) are the consequence of many outli-
ers. SD deviation has been recently indicated 
as the best parameter to compare the refractive 
outcomes of different formulas [3].

•	 Distribution of the PE: The PE has always 
been considered to be normally distributed 
[2], but recently this assumption has been 
negated by Holladay et al. [3] Actually, in pre-
vious studies with relatively small sample size 
our group found a normal distribution of the 
PE [17, 18], whereas the observation by 
Holladay and coauthors derives from the larg-
est study ever published [19]. We recommend 
reporting whether the PE distribution is nor-
mal or not because the choice between para-
metric and nonparametric statistical methods 
(to be used when comparing the PEs of differ-
ent formulas) depends on this issue. Additional 
values that should be provided with the distri-
bution are skewness and kurtosis [3]. The for-
mer is related to the symmetry of the PE 
distribution: the tail may be longer to the left 
or the right. If skewness ranges between −0.5 
and +0.5, the distribution is approximately 
symmetric. The latter describes the tailedness 
of the sample (and not its peak).

•	 Median absolute error (MedAE): The absolute 
prediction error has been considered the most 
important outcome for many years. Earlier 
studies reported the mean absolute error 
(MAE); we then switched our recommendation 
to the MedAE since Haigis and Norrby showed 
us that the distribution of the absolute predic-
tion error cannot be normal. The absolute pre-
diction error is still a mandatory outcome 
measure, especially once constant optimization 
leads to a mean arithmetic PE of zero.

•	 Interquantile range: This is the best way to 
show the spread of the absolute prediction 
error.

•	 Percentage of eyes with a PE within a given 
interval (e.g., ±0.50 D): This is probably the 
easiest way to report and remember the accu-
racy of any IOL power formula. The percent-
age of eyes with a PE within ±0.25 D is quite 
useful to predict the refractive outcomes and 
expectations for patients receiving multifocal 
IOLs, where the tolerance to refractive errors 
is minimal. The percentage of eyes with a PE 
within ±0.50 D is the most commonly reported 
value and can be used as a method to rank 
formulas.
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�Analyzing the Data

Once data are collected, they have to be analyzed. 
As previously stated, the first statistical analysis 
should investigate whether the PE is normally 
distributed. For this purpose, Shapiro-Wilk test 
and Kolmogorov-Smirnov test are probably the 
two most commonly used tests and are available 
with the majority of statistical software. 
Unfortunately, formal normality tests are notori-
ously affected by large samples in which small 
deviations from normality yield significant 
results. In other words, they display a higher 
probability of rejecting the null hypothesis of 
normality as sample size increases: for large sam-
ples (n > 300), these formal normality tests may 
be unreliable [20]. In this context, it is wise to 
refer to the central limit theorem [21], according 
to which in large samples (n > 30) the sampling 
distribution tends to be normal anyway, and to 
probability-probability plots (P-P plot): these 
graphs plot the cumulative probability of a vari-
able (the PE) against the cumulative probability 
of a normal distribution. If values fall on the diag-
onal of the plot, then the variable is normally dis-
tributed [22].

The following questions should then be 
answered:

•	 Is the mean PE statistically significant from 
zero? If data are normally distributed, then 
one sample t-test is recommended; if the dis-
tribution is not normal, Wilcoxon rank sum 
test should be used.

•	 Is the SD of the PE statistically significant 
among formulas? Under the assumption that 
the values for each formula are matched 
(paired), if data are normally distributed, 
repeated-measures ANOVA with post-test is 
recommended; otherwise, the Friedman test 
with post-test should be used. Recently, the 
heteroscedastic method has been recom-
mended [3]. This test can be used to compare 
the SD of different formulas when the PE dis-
tribution is not normal and is able to detect 
statistically significant differences that are 
missed by the Friedman test. Its main limita-
tion is that it is difficult to use.

•	 Does the absolute error generated by the for-
mulas under investigation show any statisti-
cally significant difference? Since the absolute 
error never has a normal distribution, nonpara-
metric tests such as the Friedman test should 
be used.

•	 Does the percentage of eyes with a PE within 
±0.50 D (or ±0.25) D show any statistically 
significant difference among formulas? 
Cochran’s Q test is recommended for this 
purpose.
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